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Objectives

Improve representation of non-Western

instruments in the task of musical source

separation (MSS).

Use an existing dataset of Brazilian samba

percussion to create artificial mixtures to train a

source separation model for the surdo, a

low-pitched drum with a distinctive timbre.

Background

Musical source separation (MSS) is a core task in

music information retrieval (MIR) that aims to

“de-mix” audio into instrument stems.

Most systems are trained to process Western

instruments only.

Limited inclusivity due to lack of diverse training

data.

Creation of new datasets is time-consuming and

expensive.

Investigate the feasibility of building an MSS

system with artificially-created mixtures from an

existing dataset: the Brazilian Rhythmic

Instruments Dataset (BRID) [1, 2].

Data

BRID contains 274 solo tracks across 10

different instruments and 5 rhythmic styles.

Target source is the surdo, a large tom-like drum

which plays a repeated pattern throughout the

piece (Figure 1).

Figure 1. A surdo, commonly used in Brazilian

samba performances (Source: Adobe Stock).

Generated mixtures by randomly combining solo

surdo tracks (26) with other solo instruments

from the same musical style.

Number of stems in each mixture varied.

Ensured each instrument-style combination was

represented in each train/validation/test split.

Solos within a style had the same tempo and

could be mixed, without time-alignment.

No repetition of an instrument type within a

single mixture and no duplicate mixtures.

Methods

2D convolutional U-Net encoder-decoder

adapted for the frequency domain [3].

Mimicked single-task implementations

(architecture, hyperparameters, processing) of

[4] and [5], as seen in Figure 2.

Trained surdo-separation model for 1000 epochs

with a single Nvidia RTX8000 GPU

(approximately 30 minutes).

Separated audio is reconstructed from the

output spectrogram using the inverse

Short-Time Fourier-Transform (iSTFT).

Evaluated using the Source-to-Distortion Ratio

(SDR) [6] and by listening to the separated audio

of the test set.

Figure 2. Overview of the training pipeline for the

surdo-separation model. Solo tracks are randomly

selected from BRID and combined with a surdo

stem to generate mixtures for training.

Results

Dataset Size Mean ± SD Median

Training 100 16.83 ± 7.13 16.97

Validation 10 13.27 ± 9.61 12.92

Testing 30 17.57 ± 8.80 16.00

Table 1. SDR performance of the surdo separation

model.

Impressive SDR metrics (Table 1) demonstrating

clear separation.

Qualitatively, minimal distortion; only bleed

from other instruments in the mixture.

Checked for over-fitting by applying the model

to the BRID group performances and a YouTube

video of a percussion ensemblea.

Attribute clean separation to homogeneity of

BRID, the repetitive nature of the surdo

rhythmic pattern, and the unique timbre and

frequency range of the instrument.

Shows that a simple MSS model can perform a

decent separation of an instrument without

large amounts of data, as long as the style

features a certain amount of homogeneity.

Future Work

Resample data splits to check for possible biases from

small data size.

Explore the performance of this pipeline on other

percussion instruments from Brazil (BRID) and beyond.

Demo
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